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Abstract—This paper studies the problem of energy conservation of mobile terminals in a multi-cell TDMA network supporting real-time sessions. The corresponding optimization problem involves joint scheduling, rate control, and power control, which is often highly complex to solve. To reduce the solution complexity, we decompose the overall problem into two sub-problems: intra-cell energy optimization and inter-cell interference control. The solution of the two sub-problems results in a “win-win” situation: both the energy consumptions and interference are reduced simultaneously. We simulate our decomposition method with the typical parameters in WiMAX system, and the simulation results show that our decomposition method can achieve an energy reduction of more than 70% compared with the simplistic maximum transmit power policy. Furthermore, the inter-cell interference power can be reduced by more than 35% compared with the maximum transmit power policy. We find that the interference power stays largely constant throughout a TDMA frame in our decomposition method. Based on this premise, we derive an interesting decoupling property: if the idle power consumption of terminals is no less than their circuit power consumption, or when both are negligible, then the energy-optimal transmission rates of the users are independent of the inter-cell interference power.
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I. INTRODUCTION

GREEN wireless refers to the research area that reduces the carbon footprint and energy consumption of information technology (IT) industry. There are more than 4 billion cell-phones in the world [1], and wireless devices and equipments consume 9% of the total energy of IT, i.e., as much as 6.1 TWh/year [2]. Future wireless systems such as 3GPP-LTE or WiMAX2 are evolving to support broadband services that demand a higher capacity than can be provided by today’s wireless network. In most cases, this is achieved at the expense of a higher energy consumption and a more severe impact on the environment. Besides the environmental concern, energy reduction can also lengthen the battery lifetime of terminals and improve users’ experiences.

Since radio frequency (RF) transmission consumes a significant amount of energy of terminals, we will focus on reducing their energy consumption in this paper. In particular, we will consider a time-division-multiple-access (TDMA) cellular network. In each cell, a base station serves a number of users. The transmissions of these users do not overlap in time. However, the transmissions of users in different cells may overlap and interfere with one another. Each user has a certain traffic requirement. We want to answer the following question: how do we schedule the uplink transmissions so as to minimize the total energy consumption while satisfying the traffic requirements of all users?

The gist of the problem is as follows. In the absence of interference, for a transmission, Shannon’s capacity formula states that

\[ x = w \log \left(1 + \frac{G}{\sigma^2}\right), \]

where \( x \) is the data rate, \( w \) is the bandwidth, \( p \) is the transmit power, \( G \) is the channel gain, and \( \sigma^2 \) is the noise power. Suppose that the transmission is turned on for \( T \) seconds within a frame. Then, the number of nats delivered per frame is

\[ b = xT = wT \log \left(1 + \frac{E}{\sigma^2}\right), \]

where \( E \) is the energy consumption per \( b \) nats. From this expression, we immediately see a tradeoff between the transmission time \( T \) and the energy \( E \) when delivering \( b \) nats: increasing the transmission time \( T \) makes \( E \) smaller. Multiple transmissions complicate this problem in two ways:

1) Intra-cell interaction: Each TDMA frame has a finite amount of time resource. Within each cell, a longer transmission time of one terminal means a less transmission time for other terminals. Thus, their transmit energies trade off against each other.

2) Inter-cell interaction: Across cells, the interference received by a base station depends on simultaneous transmissions in other cells. If simultaneous transmissions can be properly scheduled, mutual interferences can be reduced, which in turn can reduce the total energy consumption. This can be intuitively seen from

\[ b = wT \log \left(1 + \frac{E}{\sigma^2 + q}\right), \]

where \( q \) is the interference; that is, all things being equal, a smaller \( E \) is required if the interference \( q \) can be reduced.

Thus, to minimize the total energy consumption, we need to jointly consider the time fraction allocated to each trans-
mission within each cell and the scheduling of simultaneously transmissions across cells. Besides the transmit energy \( E \), wireless devices also consume circuit energy when they transmit, and “idle” energy when they do not. The relative magnitudes of these energies have a subtle but important effect on the solution to our problem.

Finding an overall optimal solution to the energy minimization problem is non-trivial, as elaborated in Section III. In this paper, we propose a method that decomposes the overall problem into two sub-problems along the line of 1 and 2 above. That is, we first consider the sub-problem of intra-cell time fraction allocation, assuming interference is constant throughout a frame (this assumption is to a large extent valid according to our simulation experiments – see Section V-B). After the transmission time fractions (and target SINRs) in each cell are fixed, we then consider the transmission scheduling across cells and set the transmit powers of the terminals to fulfill the target SINRs. Based on the solution to the second sub-problem, we then adjust the inter-cell interferences and solve the first sub-problem again. The process is iterated, if necessary, by alternating between these two modules.

The solution found by this decomposition method is guaranteed to be feasible, albeit not necessarily optimal. Simulations indicate that this decomposition method can achieve energy reduction of more than 70\% and inter-cell interference power reduction of more than 35\% compared with the simplistic scheme of maximum power transmission. We also derive an interesting decoupling property under the assumption that the inter-cell interference power stays constant over a TDMA frame: if the idle power consumption of terminals is no less than their circuit power consumption, or when both are negligible, then the energy-optimal transmission rates of the users are independent of the inter-cell interference power.

A. Related Work

Energy-efficient transmission was first explored in the context of sensor networks [3]–[6]; for example, each sensor node transmits packets as slowly as is allowed by the delay constraint, in the so-called lazy scheduling [6].

In cellular networks, most of the research on power control focuses on controlling interference, i.e., sustaining a required signal to interference-and-noise ratio (SINR) to achieve a fixed target data rate, e.g., for reliable voice connections, see [7]–[12] and the long list of references therein.

Recently, energy-optimal uplink scheduling for cellular systems was proposed in TDMA systems [13]. It was shown that, by properly choosing the transmit powers, as well as the instantaneous rates and the time fractions of the users within a cell, average energy consumption per real-time session can be minimized. In addition, it was demonstrated that energy saving ratio is substantial, e.g., more than 50\% when the network is under-utilized. However, [13] focused on the single-cell case. The multi-cell case is of much interest because practical deployments of wireless networks contain multiple cells. Combining intra-cell time fraction allocation and inter-cell scheduling/power control can potentially be more energy-efficient. Extensive simulations by us verify that combining energy-optimal transmission with inter-cell power control could improve the energy efficiency by 50\% compared with the case when only intra-cell energy optimal transmission, as in [13], is performed. Ref. [14] studied the energy-efficient power control in OFDMA based multi-cell networks. The authors proposed a distributed non-cooperative game approach to maximize the overall network energy efficiency, which achieves a trade-off between system throughput and energy consumption.

The remainder of this paper is organized as follows. In Section II, we describe our system model and assumptions. Section III is devoted to the problem formulation. The proposed energy-efficient policy is provided in Section IV. We provide the simulation results in Section V. In Section VI, we discuss possible future works, followed by the conclusion in Section VII.

II. System Model

We consider energy efficient uplink communications in wireless cellular networks. Within each cell, the users send traffic to the same base station (BS) via Time Division Multiple Access (TDMA). The time is divided into fixed length frames. Within a frame, each user is allocated a dedicated time period, during which it is the only uplink transmitter within the cell. There is no interferences among users in the same cell. The concurrent transmissions of different users at different cells, however, lead to inter-cell interferences. We would like to choose the proper time allocations and transmission powers for users in multiple cells, such that the total energy consumption is minimized while satisfying the Quality of Service (QoS) requirements.

A. Power Consumption Model

We consider a comprehensive terminal power consumption model, which includes the transmit power, the circuit power, and the idling power [3], [13], [15], [16].

A terminal’s transmission rate \( x \) depends on the transmit power \( p \) according to Shannon’s capacity formula:

\[
x = w \log \left( 1 + \frac{p G}{\sigma^2 + q} \right) \Leftrightarrow p = \left( \exp \left( \frac{x}{w} \right) - 1 \right) \frac{\sigma^2 + q}{G},
\]

(1)

where \( w \) is the bandwidth, \( G \) is the channel gain, \( \sigma^2 \) is the noise power, and \( q \) is the inter-cell interference. There is drain efficiency of the RF power amplifier at a transmitter, denoted by \( \theta \in (0, 1) \), which is defined as the ratio of the output power and the power consumed in the power amplifier. Therefore, given an output power of \( p \), the power assumption at the RF amplifier of a transmitter is \( p/\theta^1 \).

Besides the transmit power, an active terminal also consumes non-negligible circuit power [3], [15], which is the power of the circuit blocks in the transmission chain, e.g., mixers, filters, local oscillators, and D/A converters. When a transmitter is idle, there is also power consumption due to

\[1\text{In practical wireless systems, different modulation schemes and forward error correction (FEC) codes may be used. Compared with the Shannon’s capacity formula, the impact of adaptive modulation and coding (AMC) schemes results in a constant SINR gap [17]. This constant factor can be absorbed by the parameter }\theta, \text{ which denotes the cumulative effect of the drain efficiency, modulation and FEC.}\]
TABLE I
NOTATION SUMMARY

<table>
<thead>
<tr>
<th>Notation</th>
<th>Physical Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>m, n</td>
<td>the indices of cell</td>
</tr>
<tr>
<td>i, j</td>
<td>the indices of user</td>
</tr>
<tr>
<td>k</td>
<td>the index of concurrent transmission set</td>
</tr>
<tr>
<td>A</td>
<td>the set of all users in one cell</td>
</tr>
<tr>
<td>S</td>
<td>the concurrent transmission set</td>
</tr>
<tr>
<td>M</td>
<td>the number of cells</td>
</tr>
<tr>
<td>K</td>
<td>the number of concurrent transmission sets in one frame</td>
</tr>
<tr>
<td>𝜆</td>
<td>the arrival rate of users to the multi-cell network</td>
</tr>
<tr>
<td>r</td>
<td>session rate requirement</td>
</tr>
<tr>
<td>x</td>
<td>instantaneous transmission rate</td>
</tr>
<tr>
<td>p</td>
<td>transmit power</td>
</tr>
<tr>
<td>q</td>
<td>inter-cell interference power</td>
</tr>
<tr>
<td>𝜂</td>
<td>target SINR requirement</td>
</tr>
<tr>
<td>w</td>
<td>spectral bandwidth</td>
</tr>
<tr>
<td>𝛼</td>
<td>circuit power</td>
</tr>
<tr>
<td>𝛽</td>
<td>idling power</td>
</tr>
<tr>
<td>𝛼−𝛽</td>
<td>drain efficiency</td>
</tr>
<tr>
<td>G_{i(n), C(m)}</td>
<td>the channel gain of user i(n) in cell C(m)</td>
</tr>
<tr>
<td>G_{i(n), C(m)}</td>
<td>the cross channel gain of user i(n) in cell C(m) to the base station of cell C'(m)</td>
</tr>
<tr>
<td>B</td>
<td>relative channel gain matrix</td>
</tr>
<tr>
<td>𝜙</td>
<td>Lagrange multiplier</td>
</tr>
</tbody>
</table>

The channels are considered within each cell, the size of set \( S \) is no larger than the number of cells \( M \), i.e., \(|S| \leq M\). Without loss of generality, we only need consider the \(|S| \) cells with active users. Let us define an \(|S| \times |S|\) nonnegative cross channel gain matrix \( G_S = [g_{mn}] \), with entries as follows:

\[
g_{mn} = \begin{cases} 
0, & \text{if } m = n, \\
|G_{i(n), C(m)}|, & \text{if } m \neq n,
\end{cases}
\]

where \( G_{i(n), C(m)} \) is the channel gain from user \( i(n) \) in cell \( C(n) \) to the BS of cell \( C(m) \). We further define an \(|S| \times |S|\) nonnegative relative-channel-gain matrix \( B_S \) of set \( S \), which is the cross channel gain matrix \( G_S \) normalized by the direct channel gains. The elements in matrix \( B_S = [b_{mn}] \) are as follows:

\[
b_{mn} = \begin{cases} 
0, & \text{if } m = n, \\
|G_{i(n), C(m)}| / |G_{i(n), C(m)}|, & \text{if } m \neq n,
\end{cases}
\]

where \( G_{i(n), C(m)} \) is the channel gain from user \( i(m) \) in cell \( C(m) \) to the BS of cell \( C(m) \). Let \( \gamma_S = \left( \gamma_{i(m)} : i(m) \in S \right) \) denote the target SINR vector of the users in set \( S \). Let \( D (\gamma_S) \) be the \(|S| \times |S|\) diagonal matrix whose diagonal entries are the elements in \( \gamma_S \). The SINR requirements of the users in set \( S \) can be written in matrix form as

\[
(I - D (\gamma_S) B_S) p_S \geq D (\gamma_S) v_S, 
\]

where \( I \) is an \(|S| \times |S|\) identity matrix, and vector \( v_S = \left( \frac{\sigma^2}{G_{i(m), C(m)}} : i(m) \in S \right)^T \) is the noise power vector normalized by the channel gain.

Let \( \rho (D (\gamma_S) B_S) \) denote the largest real eigenvalue (also called the Perron-Frobenius eigenvalue or the spectral radius) of matrix \( D (\gamma_S) B_S \). The following well-known proposition gives the necessary and sufficient condition for the feasibility of a target SINR vector \( \gamma_S \) and computing the minimum transmit power solutions that achieves \( \gamma_S \).

**Proposition 1 ([18]–[20]):** The necessary and sufficient condition for a target SINR vector \( \gamma_S \) to be feasible is

\[
\rho (D (\gamma_S) B_S) < 1. 
\]

If \( \gamma_S \) is feasible, the component-wise minimum transmit power to achieve \( \gamma_S \) is

\[
p_S(\gamma_S) = (I - D (\gamma_S) B_S)^{-1} D (\gamma_S) v_S. 
\]

**Proof sketch:** By the Perron-Frobenius theorem [18], we know that \( \rho (D (\gamma_S) B_S) \) is a positive, simple eigenvalue of matrix \( D (\gamma_S) B_S \), and its corresponding eigenvector is positive componentwise. From matrix theory, we know that \( \rho (D (\gamma_S) B_S) < 1 \) is a necessary and sufficient condition for \((I - D (\gamma_S) B_S)^{-1}\) to exist [19]. Furthermore, [20] shows that (7) is a Pareto-optimal solution to (5). That is, any transmit power \( p \) that satisfies (5) is component-wise no smaller than \( p_S(\gamma_S) \), i.e., \( p \succeq p_S(\gamma_S) \).

The total interference and noise power at the BS of cell \( C(m) \) is given by

\[
q_{C(m)} = \sum_{i(n) \in S, n \neq m} G_{i(n), C(m)} \cdot p_{i(n)} + \sigma^2, 
\]

which can be written in matrix form as

\[
q = G_S \cdot p + \eta_S. 
\]
Proposition 2 ([9]): The interference power vector of set $S$ corresponding to the minimum transmit power solution in (7) is given by

$$q_S(\gamma_S) = (I - B_S D(\gamma_S))^{-1} \eta_S,$$

where $\eta_S = (\sigma^2, \sigma^2, \cdots, \sigma^2)^T$ is the noise power vector. Each element in $q_S(\gamma_S)$ denotes the interference power received by the corresponding base station. Furthermore, $q_S(\gamma_S)$ is the component-wise minimum interference power vector with the target SINR vector $\gamma_S$. That is, for any transmit power solution $p$ that achieves an SINR vector no less than $\gamma_S$, its corresponding interference power vector $q$ satisfies

$$q \geq q_S(\gamma_S).$$

Proof: The interference power vector corresponding to the transmit power solution $p_S(\gamma_S)$ in (7) is

$$q_S(\gamma_S) = G_S \cdot p_S(\gamma_S) + \eta_S = G_S (I - D(\gamma_S)B_S)^{-1} D(\gamma_S) v_S + \eta_S = B_S (I - D(\gamma_S)B_S)^{-1} D(\gamma_S) \eta_S + \eta_S = (B_S (I - D(\gamma_S)B_S)^{-1} D(\gamma_S) + I) \eta_S = (I - B_S D(\gamma_S))^{-1} \eta_S.$$

For any transmit power solution $p$ that achieves an SINR vector no less than $\gamma_S$, we have $p \succeq p_S(\gamma_S)$. Furthermore, the cross channel gain matrix $G_S$ is non-negative. According to (8), the interference power vector corresponding to $p$ satisfies $q \succeq q_S(\gamma_S)$. \hfill \square

C. Dynamic User Sessions

We study a dynamic system with real-time application sessions (e.g., video/voice sessions). Our target is to minimize the average energy consumption per session in a stationary system. We assume that the users’ arrival to each cell $C(m)$ follows a Poisson process with rate $\lambda_{C(m)}$. Then the arrival rate to all the cells is $\lambda = \sum_{m=1}^{M} \lambda_{C(m)}$. Let $J$ be a random variable denoting the energy consumption per session and $P$ be a random variable denoting the total power consumption in the system. The following proposition shows the relation between $E[P]$ and $E[J]$ in a stationary system:

Proposition 3 ([13]): In a stationary system with user arrival rate $\lambda$, we have $E[P] = AE[J]$.

According to Proposition 3, minimizing the average energy consumption per session is equivalent to minimizing the average power consumption of all the users in the system. Furthermore, there is a special feature for real-time sessions: the connection duration of a real-time session is independent of the allocated transmission rate. For example, allocating a higher transmission rate to a voice session cannot make the phone call end earlier, and the stationary distribution of the number of users in the TDMA system is independent of the transmit powers as long as the rate requirements are satisfied [13]. Therefore, minimizing the energy consumption in a dynamic system that supports real-time sessions is equivalent to minimizing the energy consumption with a static number of users in the TDMA system. In the rest of the paper, we will focus on the average power minimization problem in the multi-cell system with a static number of users.

III. PROBLEM FORMULATION AND DECOUPLING

A. Power Minimization in Multi-Cell Networks

We assume that the frames are synchronized across all cells in the multi-cell network. Without loss of generality, the frame duration is normalized to be 1. Since different users are active at different times in different cells, we will have different concurrent transmission sets in the multi-cell network. Suppose there are a total $K$ concurrent transmission sets, denoted by $\{S_k, 1 \leq k \leq K\}$. Each set $S_k$ is active for a time fraction of $t_k (0 \leq t_k \leq 1)$ within a frame. If we consider all possible combinations of simultaneous active users, then $K$ can be as large as $\prod_{m=1}^{M} (|A(m)| + 1)$. For example, in a multi-cell network with 19 cells with each cell having 9 users, we have $K = 10^{19}$. Let $x_{S_k} = (x_{i(m)}(k) : i(m) \in S_k)$ denote the instantaneous transmission rate vector of set $S_k$. According to Shannon’s capacity formula, the relation between the instantaneous transmission rate vector $x_{S_k}$ and the corresponding SINR vector $\gamma_{S_k}$ is

$$x_{S_k} = w \log(1 + \gamma_{S_k}) \iff \gamma_{S_k} = \exp\left(\frac{x_{S_k}}{w}\right) - 1. \quad (10)$$

Substituting (10) into (7), then the minimal power vector $p_{S_k}$ that supports $x_{S_k}$ is

$$p_{S_k}(x_{S_k}) = (I - D(\exp\left(\frac{x_{S_k}}{w}\right) - 1) B_S)^{-1} D(\exp\left(\frac{x_{S_k}}{w}\right) - 1) v_S. \quad (11)$$

Recall that $A(m)$ is the set of users in cell $C(m)$. For a user $i(m) \in A(m)$ with real-time sessions, its QoS requirement is measured as its session rate requirement $r_{i(m)}$. We assume that there is call admission control that guarantees that the system load is no larger than the system capacity. This guarantees that the rate requirements of all the users admitted to system can be satisfied. As shown in Section II-C, under Proposition 3, given an arrival rate $\lambda$ to the system, the average energy consumption per session is proportional to the expected power usage of all users at a moment in time in a stationary system. Thus minimizing the average energy per session is equivalent to minimizing the expected power usage of the system in a multi-cell system. To represent this problem mathematically, we define the following binary coefficients for each user $i(m) \in A(m)$, $1 \leq m \leq M$, and $1 \leq k \leq K$,

$$z_{i(m)}(k) = \begin{cases} 1, & \text{if } i(m) \in S_k, \\ 0, & \text{if } i(m) \notin S_k. \end{cases} \quad (12)$$

This only holds for dynamic systems that support real-time sessions, but does not hold for other non-real-time sessions such as file transfer. For delay-tolerant non-real-time sessions, the stationary distribution of the number of users heavily depends on the rate and power control allocations of the users. For example, allocating a lower transmission rate to a file transfer session will keep the corresponding user staying longer in the system.
Problem: Average Power Minimization in a Multi-cell Network

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{K} \left( \sum_{m=1}^{M} \sum_{i(m) \in \mathcal{A}(m)} \left( (1 - z_{i(m)}(k)) \beta + z_{i(m)}(k) \left( \alpha + \frac{p_{i(m)}(k)}{\theta} \right) \right) \right) \\
\text{subject to} & \quad \sum_{k=1}^{K} t_k = 1, \\
& \quad \sum_{k=1}^{K} z_{i(m)}(k) \cdot x_{i(m)}(k) \cdot t_k = r_{i(m)}, \forall i(m), \forall m, \\
& \quad x_{i(m)}(k) \geq 0, \forall k, \forall i(m), \forall m, \\
& \quad t_k \geq 0, \forall k.
\end{align*}
\]

(13)

The objective function in (13) is the total average power consumption of all the users in the system and consists of two parts. The first part is the power consumption when the users are idle. The second part is the power consumption when the users are active in transmissions, where \( p_{i(m)}(k) \) is computed according to (11) as a function of \( x_S \). The first constraint in (13) states that the total time allocated to all the concurrent transmission sets equals the frame length, which is normalized to be 1. Here, we treat the case where no user is active in any cell as a special concurrent transmission set \( S_k = \emptyset \). The second constraint in (13) states that each user’s session rate requirement is satisfied. The variables in (13) are the time fraction variables \( t_k \) and the instantaneous rate variables \( x_{i(m)}(k) \).

It is challenging to solve Problem (13) directly and optimally. First, if we consider all possible combinations of simultaneous active users, then the total number of concurrent transmission sets \( K \) increases exponentially with the cell number \( M \). Second, the transmit power \( p_{i(m)}(k) \) in the objective function of (13) is a complicated function of the instantaneous rate variables \( x_{i(m)}(k) \)’s. The transmit power is different for each user \( i(m) \) and each different concurrent transmission set \( S_k \).

In this paper, we focus on designing a heuristic algorithm to solve Problem (13) based on one key assumption:

Assumption 1: For each cell \( C(m) \), we assume the interference experienced by the BS, \( q(m) \), remains constant within a time frame.

Assumption 1 is later verified reasonable with the simulation results in Section V-B. With this assumption, the users' transmission schedule in one cell does not affect the transmissions in other cells. Without loss of generality, we will simply assume that the transmission order of the users in each cell is fixed based on the arrival order of the corresponding sessions. We will tackle Problem (13) by solving intra-cell average power minimization and inter-cell power control separately.

B. Intra-Cell Average Power Minimization

Based on Assumption 1, the average power minimization problem of a given cell turns out to be a convex optimization problem. Let us consider cell \( C(m) \). The session rate requirement of user \( i(m) \in \mathcal{A}_m \) is \( r_{i(m)} \). If the instantaneous transmission rate of \( i(m) \) is \( x_{i(m)} \), then the time fraction that user \( i(m) \) needs to satisfy its session rate requirement is\( t_i(m) = \frac{x_{i(m)}}{r_{i(m)}} \). During the time fraction \( t_i(m) \), the power consumption of the active user \( i(m) \) is

\[
\frac{\exp\left(\frac{x_{i(m)}}{\theta}\right) - 1}{\theta G_{i(m)} C(m)} \left( \sigma^2 + q(m) \right) + \alpha + \beta
\]

subject to

\[
\sum_{i(m) \in \mathcal{A}(m)} t_i(m) \leq 1,
\]

variables \( t_i(m) \geq 0, \forall i(m) \in \mathcal{A}(m) \).

If we change the variable \( t_i(m) \) to the time fraction variable

\[
t_i(m) = \frac{r_{i(m)}}{x_{i(m)}}
\]

Problem (15) is further equivalent to,

\[
\begin{align*}
\text{minimize} & \quad \sum_{i(m) \in \mathcal{A}(m)} \left( \frac{r_{i(m)}}{x_{i(m)}} \left( \frac{\exp\left(\frac{x_{i(m)}}{\theta}\right) - 1}{\theta G_{i(m)} C(m)} \right) \right) \\
& \quad \left( \sigma^2 + q(m) \right) + \alpha + \beta \\
\text{subject to} & \quad \sum_{i(m) \in \mathcal{A}(m)} t_i(m) \leq 1,
\end{align*}
\]

variables \( t_i(m) \geq 0, \forall i(m) \in \mathcal{A}(m) \).
The second derivative of the objective function in (16) with respect to variable \( t_{i(m)} \) is
\[
\frac{(\sigma^2 + q(m))}{\theta G_{i(m)}C(m)} \frac{r_{i(m)}^2}{u_{t_{i(m)}}} \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right),
\]
which is always positive. So the objective function in (16) is convex. The constraints in (16) are linear constraints. Therefore, Problem (16) is a convex optimization problem. The optimal instantaneous rate \( x_{i(m)}^* \) (or equivalently the optimal time fraction \( t_{i(m)}^* \) of the intra-cell power minimization problem in general depends on the inter-cell interference power \( q(m) \). To simplify notation, let \( \delta = \alpha - \beta \).

Next we show that the optimal solutions to the intra-cell power minimization problem and the inter-cell interference power can be decoupled if \( \delta \leq 0 \).

C. Decoupling Property When \( \delta \leq 0 \)

If \( \delta \leq 0 \), the idling power \( \beta \) is no smaller than the circuit power \( \alpha \). Then we have the following theorem. In addition, the theorem is also valid when both the circuit power and the idling power are negligible (i.e., \( \beta \approx \alpha \approx 0 \)).

**Theorem 1**: If \( \delta \leq 0 \), the optimal instantaneous transmission rate solutions, the optimal time fractions, and the optimal target SINRs of the intra-cell power minimization problem (15) (i.e., \( x_{i(m)}^* \), \( t_{i(m)}^* \), and \( \gamma_{i(m)}^* \)) for all \( i(m) \in A(m) \) are independent of the inter-cell interference power level, the circuit power, and the idling power.

**Proof**: The first order derivative of the objective function in (16) with respect to variable \( t_{i(m)} \) is
\[
\frac{\partial G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( -\frac{r_{i(m)}}{u_{t_{i(m)}}} \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right) + \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right) - 1 \right) + \delta. \tag{17}
\]
The first part of (17) (except \( \delta \)) is always negative when \( 0 \leq t_{i(m)} \leq 1 \). This can be easily shown if we let \( u_{i(m)} = \frac{r_{i(m)}}{u_{t_{i(m)}}} \). The first part of (17) then becomes
\[
\frac{\partial G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( -u_{i(m)} \exp \left( u_{i(m)} \right) + \exp \left( u_{i(m)} \right) - 1 \right). \tag{18}
\]
The first order derivative of (18) with respect to \( u_{i(m)} \) is
\[
\frac{\partial^2 G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( -u_{i(m)} \right),
\]
which is negative for any positive \( u_{i(m)} \). So (18) is a monotonically decreasing function of \( u_{i(m)} \). When \( u_{i(m)} = 0 \), (18) equals zero. So (18) is negative for any positive \( u_{i(m)} \). When \( 0 \leq t_{i(m)} \leq 1 \), we have \( u_{i(m)} \geq \frac{r_{i(m)}}{u_{t_{i(m)}}} \). So the first part of (17) is always negative when \( 0 \leq t_{i(m)} \leq 1 \).

Therefore, when \( \delta \leq 0 \), (17) is always negative. So the objective function in (16) is a monotonically decreasing function of the transmission time fraction \( t_{i(m)} \). As a result, the optimal solution to Problem (16) is achieved when the inequality constraint is tight, i.e., \( \sum_{i(m) \in A(m)} t_{i(m)} = 1 \). In this case, minimizing
\[
\sum_{i(m) \in A(m)} t_{i(m)} \left( \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right) - 1 \right) = \frac{\partial G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( \sigma^2 + q(m) \right) + \delta
\]
is equivalent to minimizing
\[
\sum_{i(m) \in A(m)} t_{i(m)} \left( \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right) - 1 \right) = \frac{\partial G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( \sigma^2 + q(m) \right).
\]
Furthermore, \( \sigma^2 + q(m) \) becomes a common scaling factor in the objective function and thus can be removed. Therefore, Problem (16) is equivalent to the following problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i(m) \in A(m)} t_{i(m)} \left( \exp \left( \frac{r_{i(m)}}{u_{t_{i(m)}}} \right) - 1 \right) \frac{\partial G_{i(m)}C(m)}{\theta G_{i(m)}C(m)} \left( \sigma^2 + q(m) \right) \\
\text{subject to} & \quad \sum_{i(m) \in A(m)} t_{i(m)} = 1, \\
& \quad t_{i(m)} \geq 0.
\end{align*}
\]
This completes the proof.

The physical meaning of Theorem 1 is that if \( \delta \leq 0 \) (i.e., the idle power consumption is no less than the circuit power consumption), the users in the system will make use of all the time resource for transmissions in order to minimize the system power consumption. When the whole time frame is utilized, the interference power at the base station is a common influence that affects all the users in the cell, which does not affect the time fraction allocation among the users in the system. Theorem 1 will be referred to the “decoupling property” for \( \delta \leq 0 \), which decouples the intra-cell average power optimization from the inter-cell power control.

IV. THE DSP ALGORITHM

Theorem 1 motivates us to propose an algorithm, called Decomposed Scheduling and Power control (DSP), to achieve energy-efficient transmissions in a multi-cell system. Different values of \( \delta \) will lead to different executions in the algorithm.

A. DSP Algorithm When \( \delta \leq 0 \)

Because of the decoupling property when \( \delta \leq 0 \), we will optimize the average power consumption in two separate steps:

- **Step 1** (intra-cell average power minimization): Each cell \( C(m) \) solves Problem (19) to determine the optimal time fraction, the optimal instantaneous rate, and the optimal target SINR of each user in \( A(m) \).
- **Step 2** (inter-cell power control): Given the optimal target SINRs of the users in each cell, we can get the optimal target SINR vector for the users that are active simultaneously (i.e., in each set \( S_k \)). Then we will compute the component-wise minimum power solution that satisfies the target SINR vector.

The flowchart of the DSP algorithm for the case \( \delta \leq 0 \) is shown in Fig. 1.

In Step 1, each cell \( C(m) \) solves the convex optimization problem (19) using the Lagrangian method. Let \( \varphi \) denote the Lagrangian multiplier of the constraint in (19). The Lagrangian
Then $t^*_{i(m)}$ is given by

$$t^*_{i(m)} = \frac{r_i(m)}{w} \left( \frac{\varphi^* G_{i(m)} C(m) - 1}{e} \right)^{1}.$$  

(21)

The optimal instantaneous rate solution $x^*_{i(m)}$ is:

$$x^*_{i(m)} = \frac{r_i(m)}{t^*_{i(m)}} \left( \frac{\varphi^* G_{i(m)} C(m) - 1}{e} \right)^{-1}.$$  

(22)

Given the instantaneous rate solution $x^*_{i(m)}$, the target SINR $\gamma^*_i(m)$ then can be determined by equation (10).

In Step 2, optimal power control is performed across multiple cells to determine the optimal transmit powers for the users in each cell. We have obtained the active time fraction $t^*_{i(m)}$, the instantaneous rate $x^*_{i(m)}$, and the target SINR $\gamma^*_i(m)$ of each user in each cell. Because the scheduling order in each cell is determined by its arrival order, we can determine all the concurrent transmission sets $\{S_k, 1 \leq k \leq K\}$ and their active fractions of time $\{t_k, 1 \leq k \leq K\}$ in the frame. According to Proposition 1, we can compute the componentwise minimum transmit power solutions of each set $S_k$ that achieve the target SINR vector $\gamma^*_i(m)$ as in (7).

B. DSP Algorithm When $\delta > 0$

When $\delta > 0$, the circuit power is greater than the idling power, which is more likely to happen in practice [3]. The intra-cell power minimization problem for $\delta > 0$ is given in (16). The optimal time fraction and the optimal instantaneous rate solution to (16) are dependent on the inter-cell interference power $q(m)$. This motivates us to use an iterative method to minimize the energy consumption in the multi-cell network. At the beginning of each iteration, we replace $q(m)$ with the average interference power $\hat{q}(m)$ obtained from the previous iteration for every cell $C(m)$. For the first iteration, the estimated interference power $\hat{q}(m)$ is the averaged interference power of the previous frame.

The flowchart of the DSP algorithm for the case of $\delta > 0$ is shown in Fig. 2. It involves an iteration between two steps. In Step 1, each cell $C(m)$ solves Problem (16) using the Lagrangian method, where $q(m)$ is replaced by $\hat{q}(m)$. The Lagrangian function of (16) is given by

$$L(t, \varphi) = \sum_{i(m) \in A(m)} t_{i(m)} \left( \frac{\exp \left( \frac{r_i(m)}{wt_{i(m)}} \right) - 1 - \varphi \left( \sum_{i(m) \in A(m)} t_{i(m)} - 1 \right) \right).$$

Since Problem (19) is convex, the necessary and sufficient conditions for an optimal solution are the KKT conditions:

$$\nabla_t L(t, \varphi) = 0 \quad \text{and} \quad \varphi \left( \sum_{i(m) \in A(m)} t_{i(m)} - 1 \right) = 0.$$ 

From $\nabla_t L(t, \varphi) = 0$, we have

$$\varphi^* = \frac{1}{G_i(m) C(m)} \left( \frac{G_{i(m)} C(m)}{\exp \left( \frac{r_i(m)}{wt_{i(m)}} \right) - 1 + 1} \right),$$

(20)

where $\varphi^*$ is the optimal Lagrange multiplier and $t^*_{i(m)}$ is the optimal time fraction solution to (19). Given the parameters of $r_i(m)$, $G_{i(m)} C(m)$, and $w$, the optimal Lagrange multiplier $\varphi^*$ can be computed by the Newton’s method, which guarantees superlinear convergence (faster than exponential) [21]. After obtaining $\varphi^*$, the optimal time fraction $t^*_{i(m)}$ can be calculated by solving (20). An efficient way to solve (20) is to tabulate the Lambert $W$ function [22], which is defined as

$$W(y) \exp (W(y)) = y.$$
In Step 2, given the active time fraction \( t^*_i(m) \), the instantaneous rate \( x^*_i(m) \), and the target SINR \( \gamma^*_i(m) \) obtained in step 1, the concurrent transmission sets \( \{ S_k, 1 \leq k \leq K \} \) and their active fractions of time \( \{ t_k, 1 \leq k \leq K \} \) are determined. The transmit power vector \( \mathbf{p}_{S_k} \) and the interference power vector \( \mathbf{q}_{S_k} \) for each set \( S_k \) can be determined according to equations (7) and (9), respectively. The total power consumption in the current iteration is computed by

\[
\sum_{k=1}^{K} t_k \left( \sum_{m=1}^{M} \sum_{i(m) \in A(m)} \left( 1 - z_i(m)(k) \beta + z_i(m)(k) \right) \right),
\]

where \( z_i(m)(k) \) (defined in (12)) denotes whether user \( i(m) \) is active in set \( S_k \), and \( p_i(m)(k) \) is the \( m \)th element in the transmit power vector \( \mathbf{p}_{S_k} \).

We use the averaged interference power vector in the current frame to serve as the estimate interference power in the next iteration, which is given by

\[
\tilde{\mathbf{q}} = \sum_{k=1}^{K} t_k \mathbf{q}_{S_k}.
\]

The \( m \)th element in vector \( \tilde{\mathbf{q}} \) is the averaged interference power experienced by the BS in cell \( C(m) \), \( \tilde{q}(m) \). Notice that in each iteration of the DSP algorithm, the total power consumption is compared with last iteration, and the next iteration starts if the total power consumption is reduced by more than or equal to a percentage threshold \( \varepsilon \in (0, 1) \). If the improvement of the total power consumptions is less than \( \varepsilon \), the DSP algorithm terminates. The total power consumption is monotonically decreasing and the DSP algorithm is guaranteed to converge in a finite number of iterations \(^3\).

V. SIMULATION RESULTS

We carry out extensive simulations to evaluate the performance of the proposed DSP algorithm. We simulate a multi-cell network with a frequency reuse factor of 3, i.e., one of every 3 cells use the same channel. The network topology is shown in Fig. 3. There are a total of 7 cells using the same channel, and the radius of each cell is 300 m. The users are uniformly distributed in each cell. For a given number of users, we investigate 100 sets of random user positions and present the averaged results. The session rate requirement of each user is 70 kbps (48.52 knats/second). The bandwidth is 1 MHz. The frame length is normalized to be 1 second. The maximum output power is 27.5 dBm. The drain efficiency is 0.2. The noise power density is −174 dBm/Hz. The power related parameters are cited from [13], [16]. We adopt the distance-based path loss model with a path loss exponent of 4.

A. Power Consumption Improvement

We evaluate the performance of the DSP algorithm proposed for both the cases where \( \delta \leq 0 \) and \( \delta > 0 \). For 3The maximum number of iterations is upper bounded by \( \log_{\frac{1}{\varepsilon}} \left( \frac{1}{P_{\text{main}}} \right) \), where \( P_t \) is the total power consumption in the first iteration and \( P_{\text{main}} \) is the minimum total power consumption in the system.
Fig. 3. A multi-cell network with 7 cells operated on the same channel (the frequency reuse factor is 3), and there are 23 users uniformly distributed in each cell. The red circles are the base stations and the small blue circles are the users. Here we only show the users which transmit on one particular channel.

\( \delta \leq 0 \), we only consider the transmit power consumption and neglect the circuit power and the idling power consumption. Then the algorithm in Section IV-A is used. For \( \delta > 0 \), the idling power and the circuit power are set as 25 mW and 30 mW, respectively, and therefore the algorithm in Section IV-B is used. The improvement threshold \( \varepsilon \) is set as 0.001%.

We compare the power consumption performances of the following three transmission policies:

1) Maximum power transmission: each user transmits with the same maximum transmit power.
3) DSP: Decomposed Scheduling and Power control proposed in this paper.

Figure 4 shows the system power consumptions of the above three algorithms as a function of the number of users in each cell when only the transmit power consumption is considered. Figure 5 shows the system total power consumptions including the transmit power, the circuit power, and the idling power. As expected, DSP outperforms single-EOT, which in turn outperforms the maximum transmit power policy in both Fig. 4 and Fig. 5. The maximum transmit power policy not only consumes a large system power consumption but also generates a large interference power at the base station. Compared with the maximum transmit power policy, DSP achieves an interference power reduction of more than 35% for all the simulated number of users per cell.

B. Inter-cell Interference Level

We next investigate the interference power levels of the DSP algorithm when \( \delta > 0 \). Specifically, we focus on the interference power at the base station of the central cell \( C(1) \) in the network topology in Fig. 3.

Figure 6 shows the average interference power as a function of the number of users in each cell. It is clear that DSP outperforms single-EOT, which in turn outperforms the maximum transmit power policy in both Fig. 4 and Fig. 5. The maximum transmit power policy not only consumes a large system power consumption but also generates a large interference power at the base station. Compared with the maximum transmit power policy, DSP achieves an interference power reduction of more than 35% for all the simulated number of users per cell.

\(^4\)Reference [13] considered an isolated single cell network, where the inter-cell interference power is 0. Here we consider multi-cell network extension. In order to make sure the target transmission rate can be achieved when the actual interference power is unknown, we assume the worst case inter-cell interference power. In this case, the BS assumes that the users in the adjacent cells use maximum transmit power, and the worst case interference distance is twice of the cell radius.
is a tradeoff between the interference power levels and the system work load in both the Single-EOT and DSP algorithms. The interference power levels of the Single-EOT and DSP increase as the number of users increases. When each cell has a small number of users, each user has more time to transmit and thus the inter-cell interference powers can be reduced significantly. However, in the maximum transmit power policy, the interference power levels are similar as the number of users changes.

We further investigate how the interference power changes over time. Figure 7 exhibits the interference power levels of a sample random network with 23 users uniformly distributed in each cell under the maximum transmit power policy and the DSP algorithm. The x-axis represents the time within a single frame. The y-axis is the interference power at the base station of cell $C(1)$. Figure 7 shows that the interference power at the base station fluctuates a lot in the maximum transmit power policy; however the interference power remains roughly constant within a time frame in the DSP algorithm.

Specifically, to measure the fluctuation of the interference power, we examine the coefficient of variation. Given the interference power vector that contains all the interference powers at the base station of $C(1)$ within a time duration of one frame, the coefficient of variation is defined by the ratio between the standard deviation and the mean of the interference. A large coefficient of variation indicates a large fluctuation of the interference power within the frame. Quantitatively, the coefficient of variation of the interference power in Fig. 7 under the maximum transmit power policy is 0.1316. Under the DSP algorithm, the coefficient of variation is reduced to 0.0146. This is because under the maximum transmit power policy, each user in the adjacent cells ($C(2)$ to $C(7)$) uses the same transmit power. The interference power at base station of $C(1)$ heavily depends on the locations of the active users in cells $C(2)$ to $C(7)$. If a user is at the cell boundary that is close to the base station of $C(1)$, it will generate a large interference. In the DSP algorithm, after doing single-cell optimization, the user at the cell boundary is allocated a larger fraction of time resource so that its instantaneous transmission rate requirement can be reduced. Therefore, the transmit power of the cell-boundary user can be reduced, which causes less interference to the base station of cell $C(1)$.

Table II shows the averaged coefficient of variation when the number of users in each cell changes ranges from 2 to 23. We find that for all the simulated numbers of users per cell, the averaged coefficients of variation of the DSP algorithm is very small, i.e., the interference power fluctuates very little. These results verify our constant interference assumption, which was the basis for the decomposition method proposed in this paper. The DSP algorithm has the effect of smoothing out the interference power received at the base stations. This observation further indicates that the scheduling order of the users in each cell is not important in the DSP algorithm. Our DSP algorithm can alleviate the combinatorial part in formulation (13), which is the most challenging part in solving the joint power control, rate control, and scheduling problem.

C. Convergence

When $\delta > 0$, the DSP algorithm involves iterations between two alternative steps. The total power consumption is reduced in each iteration. The DSP algorithm terminates if the improvement in the current iteration is less than a percentage threshold. Figure 8 shows the number of iterations that the DSP algorithm needs for convergence. For each given number of links, we investigate 200 random networks and present both the maximum numbers and the average numbers of iterations of the DSP algorithm. We find that for all the simulated networks with different number of users per cell, the average numbers of iterations for DSP to converge are around 3. The
TABLE II
THE AVERAGED COEFFICIENT OF VARIATION OF THE INTERFERENCE POWER AT THE BASE STATION OF CELL C(1)

<table>
<thead>
<tr>
<th></th>
<th>n = 2</th>
<th>n = 5</th>
<th>n = 8</th>
<th>n = 11</th>
<th>n = 14</th>
<th>n = 17</th>
<th>n = 20</th>
<th>n = 23</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum power transmission</td>
<td>0.1074</td>
<td>0.1105</td>
<td>0.1198</td>
<td>0.1303</td>
<td>0.1331</td>
<td>0.1254</td>
<td>0.1276</td>
<td>0.1248</td>
</tr>
<tr>
<td>DSP algorithm</td>
<td>0.0014</td>
<td>0.0024</td>
<td>0.0037</td>
<td>0.0058</td>
<td>0.0080</td>
<td>0.0103</td>
<td>0.0132</td>
<td>0.0161</td>
</tr>
</tbody>
</table>

Fig. 7. The fluctuation of the interference power at the base station of the central cell C(1) within one time frame.

maximum number of iterations of the DSP algorithm is no larger than 8. In Section IV-B, we show that the DSP algorithm is guaranteed to converge. Figure 8 further indicates that the DSP algorithm converges very fast.

VI. FUTURE WORK

In this section, we will discuss two possible future research directions: the first one is the energy conservation in cellular networks that support mobility; the second one is the energy conservation problem in the wireless networks that support non-real-time applications.

When users are moving, their channels are often fast time-varying. The power solutions of the DSP algorithm may not satisfy the users’ target SINR requirements, since the channel gains may have been changed before the algorithm converges. One possible solution is to set an SINR margin to combat the negative impact of mobility [23], i.e., increase the target SINR by a certain amount. As a result, although the channel gains may have been changed, the users transmission rate requirements can still be satisfied if the SINR margin is sufficiently large. For example, a margin of 3 dB is reserved for up-link transmissions in mobile WiMAX assuming a frequency reuse factor of 3 [24]. It is clear that there is a trade-off between the SINR margin and the energy efficiency: a small SINR margin may not guarantee the mobile users’ QoS requirements; a large SINR margin may lead to unnecessary waste of energy consumptions. Furthermore, the optimization of the SINR margin is affected by several other factors, e.g., the moving speeds of the mobile users, the frequency reuse factor, and the frame length. The energy-efficient transmission in mobile multi-cell networks while providing QoS guarantees is an interesting topic for further study.

This paper focuses on the cellular networks that support real-time application sessions (video/voice sessions). The extension to the dynamic systems that support non-real-time sessions (e.g., file transfers) is an interesting yet challenging topic. The real-time sessions have a special feature: the connection duration of a real-time session is independent of the allocated network resources as long as its target rate requirement is satisfied; otherwise, the session may be dropped. However, non-real-time sessions are delay-tolerant. The holding time of a non-real-time session depends on the rate and power allocation policy. For example, allocating a lower transmission rate to a file transfer session will keep the corresponding user staying longer in the system. The stationary distribution of the number of users depends heavily on the rate and power control allocations. In addition, the QoS metric of non-real-time sessions is less stringent than the real-time sessions, and thus the system constraints are different. Therefore, the energy-conservation problem for non-real-time sessions requires different formulation and solution techniques.

VII. CONCLUSION

In this paper, we study the problem of energy conservation of terminals in a multi-cell TDMA network supporting bursty real-time sessions. The associated optimization problem involves joint scheduling, rate control, and power control.
We propose a method that decomposes the overall problem into two sub-problems: intra-cell energy optimization and inter-cell power control. This decomposition method is guaranteed to find a feasible solution, albeit not an optimal one. The decomposition is motivated and made simple by the following observations:

1) The original optimization problem is too complicated to solve directly online.

2) In cellular networks, the cells using the same frequency band are usually geographically separated by a distance. Interference is a strong function of distance when the distance is small, but a weak function of distance when the distance is large. Furthermore, after doing intra-cell averaged power minimization, the base station trades off energy consumption with transmission time. This will reduce the interference power generated by the cell-boundary users. Thus, we could make the approximation that the interference is constant when we make intra-cell time fraction allocations to the users within a cell.

3) If the idle power is no less than the circuit power, or both are negligible, then there is a “decoupling property” that the energy-optimal time allocations to individual users within each cell are independent of the inter-cell interference (under the assumption that the interference stays constant throughout a frame).

4) If the idle power is less than the circuit power, the sub-problems are coupled. We then need to iteratively solve the sub-problems until convergence.
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